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An Introduction to 
Machine Learning

Machine Learning is a broad term used to describe the study of computer 
algorithms1  that can improve automatically through experience and by the 
use of data. Machine learning algorithms build a model based on sample data, 
known as “training data.2 in order to make predictions or decisions without 
being explicitly programmed to do so.  In its simplest form, Machine Learning 
is using data to answer questions. As it collects and processes data, it learns to 
siphon pertinent insights to produce results to solve complex questions.  The 
machine is trained using large amounts of data and algorithms and learns 
how to perform the task during the process. Machine Learning is a subset 
of Artificial Intelligence (AI). Machine learning algorithms are used in a wide 
variety of applications, such as in medicine, email filtering, speech recognition, 
computer vision, and investment management. (Chart 1 and Table 1)
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ML Algorithm Type

Variables Supervised
(Target Variable)

Unsupervised
(No Target Variable)

Continuous Regression
• Linear; Penalized 

Regression/LSSO
• Logistic
• Classification and 

Regression Tree (CART)
• Random Forest

Dimensionality Reduction
• Principal Components 

Analysis (PCA)
Clustering
• K-Means
• Hierarchical

Categorical Classification
• Logit
• Support Vector Machine 

(SVM)
• K-Nearest Neighbor (KNN)
• Classification and 

Regression Tree (CART)

Dimensionality Reduction
• Principal Components 

Analysis (PCA)
Clustering
• K-Means
• Hierarchical

Continuous or 
Categorical

Neural Networks
Deep Learning
Reinforcement Learning

Neural Networks
Deep Learning
Reinforcement Learning

Table Machine Learning Models
1

Data researchers and data scientists categorize Machine Learning algorithms into supervised and 
unsupervised learning. Supervised learning is when an algorithm learns with labelled data that have 
correlating outputs to specific inputs. The algorithm learns to determine the relationship between 
inputs and outputs in the data. There are two types of supervised learning techniques: regression and 
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classification. The former is used to predict numeric, or continuous value such as stock prices, returns, etc., 
and the latter is used to classify discrete, or categorical outputs. Unsupervised learning, on the other hand, 
does not have labeled outputs, so the goal is to estimate the natural structure and cluster data within the 
inputs given.3 Unsupervised learning models are utilized for three main tasks—clustering, association, and 
dimensionality reduction.4 (Chart 2)

Classification vs. Regression
2

Chart Unsupervised Learning

Classification Regression Sample Cluster / Group

Source: Towards Data Science, Supervised vs. Unsupervised Learning

In general, Machine Learning models uncover more complicated relationships between inputs and target 
variables than linear models and are often more effective in terms of handling high correlations among 
factors. Some of the most commonly used Machine Learning models are discussed below.

I. Regression & Generalized Additive Models (GAM)
Linear regression is a simple but attractive model which attempts to model the relationship between the 
features and the output by fitting a linear function to the data. The Capital Asset Pricing Model (CAPM), for 
example, is a widely used linear regression model in the finance industry as it predicts asset prices by taking 
a number of factors and finding out the relationships between them. It is an interpretable model since 
investors can easily explain why some factors are effective and how the model works, which is crucial for 
stock investments.

Ridge regression and Lasso (least absolute shrinkage and selection operator) are enhanced forms of linear 
regression model. They can both improve the prediction accuracy and interpretability of the results by 
picking relevant features that will be useful in the model.5 These methods are particularly useful when the 
variables are highly correlated with each other.

However, the world is not always linear. GAM is a generalized linear model which predicts the target variable 
using a sum of flexible functions. By allowing nonlinear relationships between features and the output, it 
potentially provides higher prediction power but also maintains the interpretability of linear models. (Chart 3)

Linear Regression vs. GAM: Fitting a Straight Line vs. a More Flexible Function
3

Chart

Source: Interpretable Machine Learning, Christoph Molnar
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II. Decision Tree-based Models
Decision tree is a supervised learning algorithm that uses a set of splitting rules to segment the 
characteristics of data in order to make predictions for a given target, which can either be quantitative or 
qualitative. This type of model is simple and efficient to interpret as it can be easily visualized.6 (Chart 4)

Tree-Based Model Example
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Chart

Source: Analytics Vidhya, Tree Based Algorithms
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One criticism about decision tree is that it is unstable 
and may not have enough prediction power. This led 
to the creation of  the bagging method. Bagging (or 
Bootstrap Aggregation) improves the accuracy by taking 
repeated samples from the data and combining results 
from all individual trees. In this case, even if one tree 
gives inaccurate prediction, after averaging the outputs 
the model is able to generate more stable outputs. 
Random Forest is a popular method that improves from 
bagged decision trees.7 It slightly alters the algorithm to 
decorrelate the trees so that the predictions of different 
trees are not highly correlated. (Chart 5)

XGBoost has quickly gained popularity in recent years 
since its introduction. It is a tree-based ensemble ML 
algorithm that uses a boosting framework.  Boosting is 
a method that evolved from the decision tree algorithm, 
where the trees grow sequentially, each using the 
information from previous trees. The algorithm learns 
from a large number of trees instead of a single large 
tree, and combines the information from all trees, thus 
significantly improving the prediction power. Based 
on this scheme, XGBoost enhances the algorithm and 
optimizes the system to generate strong results in a short 
time. 

The common characteristics for both bagging and 
boosting techniques is the idea of ensemble, meaning 
they both generate predictions from small, weak trees 
and aggregate them to become a strong prediction. 

Bagging
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III. Clustering 
Clustering is a machine learning technique which groups 
unlabeled data based on how similar they are. The most 
commonly used example is K-means clustering. It looks 
for a fixed number (k) of clusters to aggregate similar data 
points, which refers to the number of centroids needed in 
a data set.8 The algorithm then allocates every data point 
to the nearest cluster and tries to keep the centroids as 
small as possible. (Chart 6)

IV. Dimensionality Reduction and 
Principal Component Analysis 
(PCA)
While more data generally yields more accurate results, it 
can also negatively impact the performance of machine 
learning algorithms and make it difficult to visualize data. 
Dimensionality reduction is a technique used when the 
number of variables, or dimensions is too high. PCA is one 
of the dimensionality reduction algorithms. It combines 
the input variables in a specific way called “principal 
components” and brings out strong patterns in a data 
set.9 The new components are all independent from each 
other, which benefits the linear regression model. (Chart 7) 

V. Deep Learning
More advanced forms include Deep Learning (DL) Models 
and Natural Language Programing (NLP). D L is the 
technique that use complicated layers (often multi-layers) 
of nonlinear processing nodes to process information 
and provide more accurate outputs.10 It can either learn 
in supervised or unsupervised manners. For example, 
artificial neural networks (ANN) learn patterns differently 
from classical Machine Learnings algorithms by mimicking 
the biological networks of human brains. One advantage 
over the classical Machine Learning approaches is that DL 
models process raw inputs that come in sequences as well 
as improve the prediction accuracy. However, the black box 
nature of the DL models along with the higher demand 
for data makes it challenging to be used for real world 
investing.  (Chart 8)

PCA Example: Bring Three-Dimension Problem 
to Two Dimensions with Transformation7
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VI. Natural Language Programing (NLP) 
Natural language processing (NLP) is an AI-based solution that uses machines to extract and analyze 
vast amounts of text data, enabling the extraction of unique insights from the information. For example, 
sorting out information from financial statements manually was an almost impossible mission, but with 
NLP techniques investors can extract positive or negative tones in the disclosure. Another popular use is to 
obtain information in the daily news that could potentially affect short-term price movements.

Conclusion
In this article, we discussed the concepts of artificial intelligence, the classification of machine learning 
techniques, as well as different types of machine learning algorithms. What differentiates machine learning 
from traditional statistical models is that it enables the computers to learn from large datasets, even 
improve themselves to generate accurate predictions without being explicitly programmed.11 In general, 
machine learning algorithms can be categorized into supervised learning and unsupervised learning 
based on whether the dataset contains labeled target variables. Supervised learning algorithms include 
techniques such as linear regression, generalized additive model, decision tree, random forest and boosting 
models. Unsupervised learning algorithms are used to perform tasks such as dimensionality reduction and 
clustering datasets. More advanced forms in AI include deep learning algorithms and natural language 
processing.

In the second part of the article, we will discuss specific uses of machine learning in investment 
management, the benefits of using these models, and the challenges inherent in their use.
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